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Claim Detection
• Identify a if a claim is Check-worthy Factual Sentence 

(CFS), Non Factual Sentence (NFS) or Unimportant 
Factual Sentence (UFS)

• Features: Word embeddings (W), PoS tags (P), Named 
entities (N), Dependency tags (D)

• Bi-LSTM and Transformer models

• Trained on US presidential debates

• Trained on manual fact checks (Politifact, 
Snopes etc.)

• Features: Claim-evidence pairs, metadata 
(author, subject and domains)

• Bi-LSTM and Transformers

System Architecture 
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Figure 3: Visualization of Latent Embeddings (The darker the color higher the false claim ratio)

Table 1: Comparison of proposedmodel with various state of the art
baseline models for False claim detection on Snopes and PolitiFact
datasets

Data Model True Acc. False Acc. Macro F1 AUC
CNN 55.92 57.33 59.39 58.56
Hi-LSTM 55.85 65.86 60.11 60.66
Hi-LSTM + Attn. 60.32 68.20 64.80 64.54

PolitiFact SHAN 62.29 68.43 65.36 65.23
AHAN 63.25 70.42 66.83 68.66
DHAN 60.34 69.76 65.05 65.03
SADHAN 69.794 75.454 71.344 72.374

CNN 72.05 74.29 72.63 76.45
Hi-LSTM 74.21 74.16 74.33 79.20
Hi-LSTM + Attn. 76.76 79.65 77.80 80.33

Snopes DHAN 77.064 81.634 78.734 82.034

Table 2: Comparison of proposed model with DeClarE models for
False claim detection on Snopes and PolitiFact datasets. SADHAN-
agg is statistically signi�cant (p � �alue = 1.05e�4, 2.45e�2 for Poli-
tifact and Snopes respectively using pairwise student’s t-test)

Data Model True Acc. False Acc. Macro F1 AUC
DeClarE 68.18 66.01 67.10 72.93

PolitiFact SADHAN-agg 68.374 78.234 75.694 77.434

DeClarE 60.16 80.78 70.47 80.80
Snopes DHAN-agg 79.474 84.264 80.094 85.654

models with signi�cant gain of 7.5% in Macro F1. This gain can be
attributed to fusion of three models, which considers all aspects of
the claim and document pair for classi�cation.

5.2 Results for Snopes Dataset
For Snopes, we can see in Table 1 that Hi-LSTM with 74.33%Macro
F1 accuracy and 79.20% as AUC outperforms CNN with 72.63%
Macro F1 accuracy and 76.45% as AUC by 2.7% in Macro F1 and
similar to Politifact results, this gain is also attributed to better
representation learned in the form of the hierarchical structure of
the documents by Hi-LSTM. HAN with 77.80% Macro F1 accuracy
and 80.33% asAUC gives further gain of 4% on top of Hi-LSTM, due
to hierarchical attention at word and sentence level. Since Snopes
dataset has only domain attribute, we only use (DHAN) with 78.73%
Macro F1 accuracy and 82.03% as AUC , which outperforms all the
baseline methods and gives gain of 1.2% over HAN.

5.3 Evaluation of claim-level classi�cation
Since DeClarE classi�es claims rather than individual documents,
we compare aggregated model SADHAN-agg with DeClarEmodel
which applies only claim-text based attention in Table 2.
For Politifact data, SADHAN-agg outperformsDeClarE (full) model
by 12% in micro F1. We attribute these gains to the latent aspect
level attention which is able to capture the context better. While
only claim-text based attention learns to attend the words having
connotation with claim at word level only.
For Snopes dataset, DHAN-agg with 80.09% Macro F1 accuracy
and 85.65% as AUC outperforms DeClarE (full) model with 70.47%
Macro F1 accuracy and 80.80% as AUC by 13.5% in micro F1. We
attribute these gains to the usage of domain aspect attribute in
addition to claim-text for attention computation.

5.4 Results for Fever Dataset
We used Fever dataset to investigate the e�ectiveness of our model
for the textual entailment task. Since Fever data doesn’t have any
of the three subject, author or domain attributes, we use Latent
Dirichlet Allocation (LDA) to get the dominant topic for each claim
therefore we apply SHAN model for textual entailment. We get
79.20% accuracy (p ��alue = 3.62e�4 in pairwise student’s t-test)
with the testset and 83.09% accuracy with devset provided with
Fever dataset, which outperforms multi-layer perceptron (MLP)
with 73.81% accuracy (Riedel et al. 2017)[15] method used by au-
thors of Fever dataset paper [18], which uses single hidden layer
with TF-IDF vector based cosine similarity between the claim and
evidence. On the other hand SHANmodel could not outperform the
decomposable attention model in [8] with 88.0% accuracy. We hy-
pothesize that this is because the derived dominant topics learned
for claims using LDA topic model may not be a true representation
of original topics of claims. We could improve the performance by
using more concrete set of topics such as categories fromWikipedia.

6 DISCUSSION
In this section we analyze the e�ectiveness of latent aspect em-
beddings learned by our model and illustrate the interpretability
of our model with the help of evidence extraction and attention
visualization. We compare snippets extracted by our model to the
attention visualization of DeClarE using anecdotal examples.

Author Embeddings: We use t-Distributed Stochastic Neighbor
Embedding (t-SNE) to visualize author embeddings in lower dimen-
sional space. We plot only two dimensions from t-SNE with tuned
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