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Statistic-based Approach

Ensemble ApproachMotivation

● Customer reviews contain diverse properties of products
○ Example:

■ Action Camera
● “Underwater photo”, “For kayaking recording”

■ Tent
● “Strong zipper”, “Compact”

● These descriptors uncover actual customers’ shopping 
consideration

● Goal
○ Generate queries containing key properties about the 

target products using reviews
○ Generate queries without utilizing real queries and do 

not require any private, proprietary user data

● For a term t, an importance score                      

is based on a product-specific review set    and a 
generic review set

●           is computed by a frequency-based method.
● We consider bigram phrases by selection with threshold.
● To generalize the results, we additionally train a seq2seq 

generation model on pairs of reviews and phrases 
picked by the statistic-based approach.

Zero-shot Generation

● Based on a set of candidate phrase    selected by 
statistical and zero-shot approaches, we further apply an 
ensemble approach to select the most representative 
terms to build queries.

● Scoring function

Which follows TFIDF intuition to find the most  
distinguishable terms in the candidate set.

● Given a desired query length n, we formulate the 
pseudo queries for a product by selecting all possible  
combinations from the top-k results in 

Experiment

Results

● We do an initial pilot study on actual queries and 
reviews.

● Findings
○ Ａ subset of terms in reviews resembles queries.
○ The subset is composed of combinations of nouns, 

adjectives and participles.
○ Ex: Headphones

■ Nouns: “earbuds”, “headset”
■ Adjectives: “wireless” or “comfortable”
■ Participles: “running” or “sleeping”
■ “Wireless sleeping headphone” is one of real queries

● For reviews, we focus on these 3 types of terms and 
phrases as candidates by the filtering with POS tagging.

Similarity 

Retrieval Performance

● For generation, we use T5-base as the architecture to 
generate terms in Stats-s2s and Zero-shot Generation

● Dataset: 3 product types on Amazon.com
○ Headphones
○ Tents
○ Conditioners
○

● Evaluation:
○ Intrinsic Similarity Evaluation

■ BLEU and METEOR with real queries
○ Extrinsic Retrieval Evaluation

■ Train a retrieval model on generated queries with 
weak supervision signals.

■ Fine-tune TinyBERT to retrieve product description.

● We aim to adapt text-to-text generation models trained 
on other domains.

● Although there are previous doc2query models which 
generate queries from corresponding relevant 
documents, there is a gap between E-commerce queries 
and queries in search engines and QA systems.

● To overcome the gap, we reformulate queries in 
MSMARCO by POS filtering and train a doc2query 
model on new queries.


