
Abstract

In conversational question answering, systems must 
correctly interpret the interconnected interactions 
and generate knowledgeable answers, which may 
require the retrieval of relevant information from a 
background repository. Recent approaches to this 
problem leverage neural language models, although 
different alternatives can be considered in terms of 
modules for (a) representing user questions in 
context, (b) retrieving the relevant background 
information, and (c) generating the answer. This 
work presents a conversational question answering 
system designed specifically for the Search-
Oriented Conversational AI (SCAI) shared task, and 
reports on a detailed analysis of its question 
rewriting module. In particular, we considered 
different variations of the question rewriting module 
to evaluate the influence on the subsequent 
components, and performed a careful analysis of the 
results obtained with the best system configuration. 
Our system achieved the best performance in the 
shared task and our analysis emphasizes the 
importance of the conversation context 
representation for the overall system performance.
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Conversational Question Answering

● Conversational question rewriting using a T5 
model fine-tuned on the CANARD dataset. 

● Retrieve the top-10 most relevant passages 
using the BM25 ranking function.

● Generate the answer using a fine-tuned 
Pegasus model. Answer can be seen as a 
summary of the retrieved passages, 
conditioned also on conversation data.

● Trained and tested using QReCC dataset.

Evaluation

Impact of Question Rewriting

Conclusions

● 1st place in Search-Oriented Conversational AI (SCAI) shared task 2021.

● Our system surpasses a GPT-3 baseline by 26.8% in answer accuracy.

● Question rewriting improved overall answer accuracy by about 20~30%.

● When the question rewriting succeeded, both the retrieval and answer 
generation improved – higher scores were about 2x more frequent.

● Future work should explore how to better control the question rewriting 
and its interaction with passage retrieval.
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Fig. Analysis of the influence of question rewriting on 
passage retrieval and answer generation performance.

Tab. Evaluation of multiple variations of the input used in the question rewriting module.

Fig. Proposed conversational question answering system.

Passage Retrieval
(BM25)

Answer Generation
(Pegasus)

Question Rewriting
(T5) +

+

Conversation
history

Rewritten question/
Query

Retrieved
passages Answer

Replace question with rewritten
question and append answer

Passage
collection

mailto:goncalo.cascalho.raposo@tecnico.ulisboa.pt
https://github.com/gonced8/rachael-scai

