Less is Less: When are Snippets Insufficient for Human vs Machine Relevance Estimation?
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* When do relevance estimates by a ranking model or a human assessor benefit from the document’s full text?
Do humans and machines benefit from the document’s full text in similar ways?
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Experiment setup

e UTS vs UTSB as input to human and machine
relevance estimation.

 Measure impact of body text on relevance
estimates.

Human relevance assessment

e Multi-step Human Intelligence Task (HitApp).

* Collect UTS relevance label first.

 Then reveal web page and collect UTSB
relevance label.

* Did body text provide benefit? Not needed /
Helped to confirm / Revised label.

Neural ranker based relevance estimates

e Separate UTS and UTSB trained models,
starting with pre-trained BERT-style model.

* Sentence Ais query, Sentence B is UTS or
UTSB (512 tokens).

Data
1k random Bing queries -> 12k QU pairs.
* Query and document properties in Table 1.

Table 1. Query and document features
Variable | Description
Performance predictor Cutput of a proprietary guery performance
prediction model (€ [0, 1])
Cluery type: Navigational | Classifier output predicting if the guery is
navigational (1) or not (0]

Cluery type: Head/ tail Predicted guery popularity (& [[]I:.'-'u'.'"l. l[J'u'r.'-'Ifl:'l

Cluery type: (Question If the gquery is a natural language question

(€ [D{ra), Wyes)])

Choery, URL, Title, Snippet, and Body lengths in
characters

Lengths

Yo of query tokens The ratio of guery tokens that appear in the URL,

Title, Snippet, Body

This result
looks relevant.

Given the query below: Research it: Coogle Bing
meatloaf w/ veggies mixed in

A search engine returned this snippet for the search
result:

Healthy Meatloaf Recipe with Lots of Hidden Vegetables
https://cleancuisine.com/healthy-meatloaf-recipe/
Preheat the oven to 350 degrees and line a large baking sheet with
parchment paper. Heat the oil in a large heavy skillet over medium-heat.
When the skillet is hot, add the mushrooms, onicns, carrots, celery and

red bell pepper. Sauté for 7 to 8 minutes, or until vegetables are soft.

1. Based only on the snippet, how relevant do you think the
search result is to the query?
Completely satisfies the query
Mostly satisfies the query UTS

Partly satisfies the que
: e relevance
Barely satisfies the query

label

Daoes not satisfy the query
Can't judge: missing snippet

2. Take a look at the search result (shown on the right).
3. After seeing the search result, how relevant do you think

it is to the query?
Completely satisfied the query

Mostly satisfied the query UTSB
Partly satisfied the query releva nce
Barely satisfied the query I

abel

Did not satisfy the query
Can't judge: page doesn't load

4. How useful was it to see the search result to decide
about its relevance?

Seeing the result changed my initial assessment

5. The search result’s raw text content is shown on the
right. Highlight key words/phrases/sentences that either
helped to confirm or changed your initial relevance
assessment.

Nothing to highlight?

O No need to highlight: answered not necessary to g4
O Can't highlight video or other non-text content

O Result is missing aspects of the query

O Web page text is missing_from raw text

Comments:

Conclusions

« Studied when human and machine assessors benefit from the full text of the document to estimate its relevance. b+ 5+ S —

 Both humans and BERT style models benefit from the body text in similar cases (for long, not navigational, tail ] ~ .
and question type queries), but full text impacts their relevance estimations in very different ways. " .

 The BERT model’s performance improves or degrades with the full text depending on query property. E.g., w;q ;

Hm, it’s not
what | was
looking for.

Does the neural ranker benefit I
from the full body text or can | -
just feed it a snippet?
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Recipe Index Recipes by Course > Recipes by Diet > Nutrition + Cookware >  Searchandhitenter  Q
lHEALTHT MEATLOAF RECIPE
Healthy Meatloaf Recipe Browse By Diet
Jump to Recipe Gt SCD
Free
vy Larson
Our Healthy Meatloaf Recipe takes the classic meatloaf recipe and adds tons of Dairy Free Whole30

delicious vegetables and seasonings. You will enjoy every single slice of this
grass-fed beef meatloaf. o Vegan AlP

Py

The search result's raw text content:
How to highlight?

Healthy Meatloaf Recipe with Lots of Hidden Vegetables
You are 3 ipes / Main Dishes / Healthy Meatloaf Recipe (with Lots of Hidden Vegetables)
Healthy A h Lots of Hidden Vegetables)

Jump To
When it c -pleasing dinner dish, meatloaf is almost always a guaranteed winn:
for a girls d | must say the ooh's and aah's were oh-so-rewarding!

Whether the girls were cohing over the taste or aahing over the fact that the healthy meatloaf had oh-so-many non-detectable veggies, I'm not real
now officially been added to my "go to” list of recipes to make when company is coming. As with most of my favorite company reci

Impact of body text on document’s relevance assessment

* Not needed: body text did not provide additional benefit

* Confirmed: body text helped to confirm the UTS-based relevance estimate
* Revised: body text led to a revised relevance assessment

ew cream rather than butter and

Cook Time: 45 minutes

Total Time: 70 minut

rrrrr .
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FEReE: Highlighted parts of the body text that explain its
impact on the relevance assessment

Ingredients

1 tablespoon plus 1 teaspoon extra virgin clive oi
3 cup s chopped cremini mushrooms

1 Spanish onien (chopped)

6 carrots {chopped)

4 stalks or celery (chopped)

2 red bell peppers (chopped)

2 pounds pastured ground beef

1 cup gluten-free rolled oats

er. | recently made the healthy meatloaf recipe below (with LOTS of hidden vegetables)

it really sure? All | know is that meatloaf has
recipes, | especially love that my healthy meatloaf recipe can

Impact of seeing body text on human relevance assessments T

Impact of seeing body text on neural ranker performance

summary insufficient

Query-biased )
. ved
Body text helped in 48% cases. T s l %
For 28%, seeing the body lead to revised label. G
assessment ‘Revised’

fB:::-dl'g.! text, ) Body text ‘!\lot )
Body text helped predictably poor performing, long, tail, T e l i ‘ | =
| . | |
not-navigational, and question type queries (p<0.01). l

UTS =UTSB
72% of all

Table 2: The UTSB model's performance im-

provement over the UTS model, measured using

RBP (on a 100 point scale) and either the UTS

or UTSB human labels as ground-truth (GT).
ARBP@3 ARBP@10

UTS label GT 0.165 0.071

UTSB label GT 0.797 0.587

% improved /degraded  33/31 45/43

UTS overestimated

54% (15% of all)

UTS underestimated
46% (13% of all)

Body text helps ranker: UTSB model outperforms UTS (ARBP>0).
Benefit more evident at the top ranks (ARBP@3>ARBP@10).

Body text can degrade performance for some queries.

Improved queries are long, tail, not-navigational and of question type,
while degraded queries are short, head and navigational, and the
documents long (p<0.01).

When does body impact human and machine relevance estimates

Per feature analysis " oy

Trained two EBM regression models with query/document properties as features and ALabel and ARank as
targets.

Table 4: The EBM models’ top 5 feature importance scores for human and machine assessors, explaining
the delta observed in the human assessors’ UTS and UTSB labels (ALabel) and the neural models’ UTS
and UTSB based rankings (ARank), respectively.
ALabel (UTSB label - UTS label)
Question (0.2825)

Only common feature is body length
among top 5 features that explain
AlLabel and ARank, resp., see Table 4.
Humans and machine react to body
text for different query/document

types.

ARank (UTS rp - UTSB rp)
%QueryWords in Tokenized Body (0.2858)
Body length (0.2434) Snippet length (0.2831)

Performance predictor (0.2418) Title length (0.2478)

% QueryWords in Tokenized Title (0.2218) Body length (0.1658)

Query length (0.2141) %QueryWords in Tokenized Snippet (0.1459)
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Question type: Humans (blue) underestimate
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estimate decreases with body text for short
snippets and increases for long snippets. <
The longer the snippet, the more likely that

N Z . )
humans overestimate relevance. ool I L \\

T T T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 10 0 25 50 fis] 100 125 150 175 Pt 50 75

Snippet length

T T T T
100 125 150 175

Body length

Humans and machines react to body text in )
fundamentally different ways.
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performance degrades for navigational queries (ARBP@3 of -1.07). ool Tt ‘
* Different types of queries (e.g., head v tail) require models to be optimized differently. b T

y > 0: UTS based estimate < UTSB estimate
y < 0: UTS based estimate > UTSB estimate




