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Abstract

We propose CINCE, a novel sentence 

meta-embedding framework for 

aggregating, in a principled way, 

various semantic information captured 

by different embedding architectures.

Contributions

❖ Canonicalized Independent Component based Embeddings

(CINCE), a principled and effective novel sentence meta-

embedding framework.

❖ Amalgamates different aspects of semantic information captured by 

diverse embedding techniques, by using component analysis.

❖ Experiments on SentEval benchmark tasks demonstrate the 

effectiveness of our framework.

Introduction

❖ Sentence embedding provide dense vector representation capturing 

the overall contextual and semantic meaning of text.

❖ Diverse sentence embedding techniques captures different semantic 

aspects and linguistic features.

❖ “Meta-Embedding” study intelligent combination of  sentence 

embedding vector space from multiple pre-trained architectures.
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Apply Principal Component Analysis (PCA) on each embedding space

• Identify dimensions containing important information.

• Project on dimensions to eliminate non-informative aspects.

Conduct Independent Component Analysis (ICA) on each project 

embedding dimension

• Extract unique informative cues from different embedding.

Perform Canonical Correlation Analysis (GCCA) on independent components

• Provide a common space to project the different source embeddings.

• Group unique information captured by various encoding components.

Empirical Results

• The “canonicalized independent components” together form the meta-

embedding.

• Using SBERT, LASER and USE embedding, we compare against independent, 

averaging, concatenation and auto-encoding strategies.

• On the SentEval STS task, CINCE achieves the best Pearson’s correlation 

score (4% improvement) with comparable Spearman’s score.

• For the supervised classification tasks, CINCE also performs better than the 

baselines on nearly all the datasets.


